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Abstract 

The rapid increase in digital financial transactions has intensified the need for robust fraud prevention mechanisms, 
especially in credit and debit card transactions. Traditional methods, while effective to an extent, often fall short in 
identifying complex, evolving fraud patterns. This paper explores the automation of fraud prevention using intelligent 
queue systems and regression testing, presenting an innovative approach that adapts to real-time transaction analysis. 
Intelligent queue systems prioritize transaction monitoring based on risk assessments derived from machine learning 
algorithms, ensuring that high-risk transactions are reviewed promptly and efficiently. Regression testing, meanwhile, 
serves as a continual validation tool, simulating various fraud scenarios to verify the system's accuracy in flagging 
fraudulent activities. By integrating these two components, the proposed model offers a dynamic, adaptive framework 
for detecting and preventing fraud, minimizing false positives, and optimizing transaction flow. This automation 
reduces manual intervention and operational costs, while maintaining high standards of transaction security. Results 
from case studies and simulations indicate that this approach can enhance fraud detection rates, streamline processing, 
and contribute to a more secure financial ecosystem. 
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1. Introduction

The proliferation of digital financial services has revolutionized the way consumers engage in financial transactions, 
offering unprecedented speed, convenience, and reach. However, as credit and debit card transactions increasingly 
move online, these advancements have also exposed consumers and financial institutions to significant vulnerabilities, 
including rising instances of fraud [1]. According to global studies, fraud in financial transactions has surged over the 
past decade, affecting millions of individuals and costing billions of dollars annually. As financial institutions face these 
mounting challenges, the urgency to deploy effective fraud prevention mechanisms has never been more crucial [2]. 
Traditional fraud prevention systems rely heavily on predefined rules, such as flagging transactions above a certain 
threshold or tracking the geographic origin of a transaction. However, these methods are often reactive, failing to 
capture evolving fraud patterns that emerge from sophisticated attackers exploiting the system's limitations [3]. 
Emerging technologies, including machine learning and artificial intelligence (AI), offer a promising approach to fraud 
prevention by moving beyond rule-based systems to predictive analytics. By leveraging intelligent queue systems and 
advanced techniques like regression testing, financial institutions can automate and enhance their fraud detection 
systems, offering proactive solutions that adapt to new types of fraud [4]. 
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An intelligent queue system in fraud prevention is designed to prioritize suspicious transactions based on real-time 
analysis and direct them into specific channels for further verification [5]- [8]. This method, combined with regression 
testing, enables continuous assessment of the detection system's efficacy, ensuring that new updates do not 
inadvertently compromise fraud detection mechanisms. Through automation, financial institutions can create an 
adaptive, robust, and scalable system capable of handling large volumes of data and evolving fraud scenarios. This paper 
explores the integration of intelligent queue systems and regression testing in automating fraud prevention for credit 
and debit card transactions, with an emphasis on enhancing detection rates, reducing false positives, and maintaining 
system stability. 

1.1. Literature Review 

The literature on fraud prevention in financial transactions highlights a range of approaches, from traditional rule-based 
systems to more recent advancements involving machine learning and artificial intelligence. A key focus in recent 
research is on enhancing real-time fraud detection systems that are adaptable to the rapidly changing techniques 
employed by fraudsters. 

1.1.1. Rule-Based against Machine Learning Approaches in Fraud Detection 

Traditional fraud detection methods rely on rule-based algorithms, which are often limited in scope and adaptability. 
These rules are predefined by domain experts and may include transaction limits, patterns, and flagging geographic 
anomalies. While effective to a certain extent, rule-based methods are inherently static, failing to adapt quickly to new 
fraud tactics. In contrast, machine learning approaches, as discussed in works by [9], dynamically learn from historical 
transaction data, identifying patterns and anomalies that might indicate fraudulent activities. Machine learning models 
such as decision trees, support vector machines (SVM), and neural networks are increasingly being used in fraud 
detection to improve accuracy and reduce reliance on static rules. These methods have demonstrated the ability to 
detect fraud more accurately and adapt to new types of attacks. 

1.1.2. The Role of Intelligent Queue Systems in Fraud Detection 

An intelligent queue system is a prioritization mechanism that assigns specific transactions to dedicated processing 
channels based on real-time assessments of risk. [10]- [13] describe how intelligent queue systems enhance transaction 
processing efficiency and improve fraud detection rates by prioritizing high-risk transactions for additional scrutiny. 
By automating this process, such systems help reduce human intervention and can significantly improve the speed and 
accuracy of fraud detection. Studies have shown that queue-based systems, particularly when integrated with machine 
learning, can help detect fraud with greater precision, allowing financial institutions to focus on high-risk transactions 
while minimizing false positives for legitimate customers [14]- [17]. 

1.1.3. Regression Testing in Fraud Prevention Systems 

Regression testing is a software testing method used to ensure that updates or modifications to a system do not 
adversely affect its existing functionalities. In fraud detection, regression testing is essential for maintaining the 
accuracy and reliability of machine learning models, especially when they are updated with new data or algorithms. 
Research by [18] highlights the importance of regression testing in fraud prevention, as changes to detection algorithms 
must be rigorously tested to ensure they do not compromise the system's effectiveness. Regression testing can automate 
the testing process, offering real-time insights into how changes impact fraud detection accuracy and reducing the 
likelihood of unforeseen system vulnerabilities. 

1.1.4. Real-Time Fraud Detection and the Use of Automation 

Automated fraud detection systems, incorporating machine learning, intelligent queue prioritization, and regression 
testing, have shown significant promise in identifying fraudulent activities as they occur. According to [19], real-time 
fraud detection systems using automation can quickly respond to suspicious transactions, providing immediate actions 
such as blocking the transaction or sending alerts to the account holder [20]. Automation in fraud prevention has also 
been shown to enhance the system’s ability to manage vast volumes of data, allowing it to scale effectively as transaction 
data grows [21]. 

1.1.5. Challenges and Opportunities in Automated Fraud Detection 

Although automated fraud detection systems present significant advantages, they also face several challenges. One of 
the primary issues is the balance between detecting fraudulent transactions and minimizing false positives, which can 
negatively impact customer experience. Research by [22] suggests that false positives remain a key concern, as high 
rates of flagged legitimate transactions can frustrate customers and erode trust in the system [23]. Advances in machine 
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learning and intelligent queuing, coupled with rigorous regression testing, offer promising solutions to mitigate these 
challenges by enhancing detection accuracy and system reliability. 

1.1.6. Future Directions in Fraud Prevention 

As fraudsters develop increasingly sophisticated methods, continuous innovation in fraud prevention is essential. 
Recent studies suggest that the integration of deep learning, neural networks, and ensemble methods could further 
enhance fraud detection capabilities by capturing more complex transaction patterns [24]- [27].  

The study demonstrates that intelligent queue systems, machine learning, and regression testing have the potential to 
significantly improve the efficacy of fraud detection in credit and debit card transactions. By automating fraud 
prevention, financial institutions can proactively address fraud, ensuring real-time protection for consumers while 
minimizing false positives and system vulnerabilities. This paper aims to build upon existing research, proposing an 
integrated approach to fraud prevention that leverages the strengths of intelligent queue systems and regression testing 
to create a scalable, adaptive, and highly accurate fraud detection system. 

2. Methodology 

The method is structured around key phases designed to maximize efficiency, accuracy, and reliability in detecting and 
preventing fraudulent activities [28]- [30]. This process includes data collection, system design, model selection, 
intelligent queue system implementation, regression testing, and continuous monitoring. Here’s an in-depth look at 
each step: 

2.1. Data Collection and Preprocessing 

• Data Sources: Gather transaction data from various sources such as banks, credit card companies, and 
payment processors. Data may include information on transaction amounts, locations, timestamps, user 
profiles, and historical fraud incidents. 

• Data Labeling: Label the data to identify legitimate transactions vs. fraudulent transactions. This step may 
involve input from experts to ensure accurate labels and improve machine learning model performance. 

• Data Cleaning: Clean the data to handle missing values, outliers, and duplicates. Normalization and encoding 
of categorical variables will ensure consistency in the dataset [31]. 

• Feature Engineering: Generate additional features, such as transaction frequency, time between transactions, 
and location variances, to improve the model’s ability to detect anomalies [32]. 

2.2. System Design and Architecture 

• Defining System Requirements: Establish the functional and non-functional requirements of the automated 
fraud prevention system. Key functionalities include real-time transaction analysis, adaptive risk scoring, and 
fraud detection alerts. 

• Intelligent Queue System Design: Develop a priority-based intelligent queue system that will handle 
incoming transactions. Each transaction will be queued based on a calculated fraud risk score, with high-risk 
transactions given immediate attention [33]. 

• Architecture Selection: Design the architecture to include data pipelines, a transaction processing module, 
machine learning-based risk scoring module, and integration points for the intelligent queue system and 
regression testing environment [34]. 

• Scalability Considerations: Ensure the architecture is capable of handling large transaction volumes and can 
scale to accommodate future growth and additional fraud detection features [35]. 

2.3. Machine Learning Model Selection 

• Model Exploration: Test a range of machine learning models, including supervised and unsupervised 
algorithms like Logistic Regression, Random Forest, Gradient Boosting, and Anomaly Detection methods such 
as Isolation Forest and Autoencoders [36]. 

• Model Training and Validation: Train models on historical transaction data and validate performance using 
cross-validation techniques. Models will be evaluated based on accuracy, precision, recall, and F1-score, with a 
focus on minimizing false positives and false negatives [37]. 

• Hyperparameter Tuning: Use techniques like Grid Search or Bayesian Optimization to tune model parameters 
for the best performance. 
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2.4. Intelligent Queue System Implementation 

• Risk Scoring Mechanism: Integrate a risk scoring system that assigns each transaction a score based on fraud 
likelihood. This score will determine the transaction’s priority in the queue [38]. 

• Queue Prioritization Logic: Design a logic that prioritizes transactions with higher risk scores for immediate 
review and possible intervention. Lower-risk transactions will be processed more swiftly, improving system 
efficiency. 

• Real-Time Processing and Alerts: Implement real-time transaction processing and fraud alerts. Transactions 
marked as high-risk will trigger alerts, while those deemed safe will proceed through regular processing [39]. 

• Threshold Adjustments: Define dynamic thresholds for risk scores to adapt to evolving fraud patterns. 
Regular adjustment will allow the system to stay responsive to new types of fraudulent behavior [40]. 

2.5. Regression Testing Framework 

• Creating a Test Suite: Design a comprehensive test suite that includes both functional and non-functional tests 
to ensure all system components work as expected. 

• Regression Test Selection: Select regression tests that validate critical fraud detection functions, such as 
model predictions, queue prioritization, and alert mechanisms. Automated tests will be used to quickly verify 
that new changes do not break existing functionality [41]- [44]. 

• Continuous Integration and Continuous Testing (CI/CT): Integrate the regression tests into a CI/CT 
pipeline, where tests are automatically triggered whenever code changes are deployed. This ensures prompt 
detection of any issues in the fraud prevention logic or the intelligent queue system [45]. 

• Model Drift Detection: Include tests to detect model drift, where a model’s performance degrades over time 
as fraud patterns evolve. This will inform when retraining or updating the model is necessary [46]. 

2.6. Performance Evaluation 

• Evaluation Metrics: Track metrics like precision, recall, F1-score, accuracy, and Area Under the Receiver 
Operating Characteristic Curve (AUC-ROC). Additionally, monitor transaction processing time and queue wait 
time to assess the system’s efficiency [47]. 

• Fraud Detection Accuracy: Regularly evaluate the accuracy of fraud detection. Emphasis will be placed on 
reducing false positives, which can lead to customer dissatisfaction, and false negatives, which increase fraud 
risk [48]. 

• System Latency and Scalability: Evaluate the latency of fraud detection and queue processing to ensure the 
system operates in near real-time and can handle peak transaction volumes without delays[49]. 

2.7. Monitoring and Continuous Improvement 

• Model Monitoring and Updating: Continuously monitor model performance in real-time production 
environments. Set up automated alerts for significant shifts in model accuracy or increases in fraud detection 
errors [50]. 

• Feedback Loop: Establish a feedback loop with fraud analysts and operational teams to gain insights on system 
performance. This feedback will drive adjustments in the model and queue logic. 

• Incremental Improvements: Based on monitoring and feedback, implement incremental improvements to 
the fraud detection model, queue prioritization, and regression tests. Regular updates will ensure the system 
remains effective against new fraud tactics [51]. 

This methodology provides a structured approach to developing an automated fraud prevention system using 
intelligent queue systems and regression testing. By combining real-time transaction prioritization with rigorous 
regression testing and continuous improvement, this approach enhances the system’s ability to detect fraud effectively 
and adapt to evolving threats in credit and debit transactions 

3. Results and discussion 

The automation of fraud prevention in credit and debit transactions has seen significant advancements through the use 
of intelligent queue systems and regression testing. These approaches enhance detection efficiency, lower false 
positives, and streamline operational costs by creating dynamic and scalable fraud detection systems. Below is a 
detailed look at the key results from implementing these technologies. 
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3.1. Enhanced Detection Capabilities through Intelligent Queue Systems 

• Contextual Prioritization of Transactions: Traditional fraud detection systems often analyze transactions in 
a linear or batch-processing manner. However, intelligent queue systems introduce a dynamic prioritization 
method where transactions are queued based on their risk level. By leveraging predictive analytics, these 
systems can quickly identify transactions with attributes common in fraud cases, such as unusual transaction 
amounts, foreign locations, or out-of-pattern spending [52]- [54]. 

• Algorithmic Learning and Adaptation: The queues are not static; they adapt based on continuous learning 
from incoming data. This adaptability is crucial because fraud patterns change rapidly. By prioritizing 
transactions that deviate from a cardholder’s historical spending behavior, intelligent queue systems allow the 
fraud detection process to adapt in real-time, further refining their accuracy [55]. 

3.2. Regression Testing as a Foundation for Continuous Improvement 

• Iterative Model Validation and Refinement: Regression testing in this context is essential for validating and 
refining fraud detection models. By continuously running historical and current transaction data through the 
models, financial institutions can detect even minor shifts in transaction behavior that may indicate emerging 
fraud patterns. This ensures that the system doesn’t rely on outdated fraud detection logic, which could lead to 
missed fraud cases [56]. 

• Feedback Mechanisms to Reduce Model Drift: Over time, machine learning models can experience "drift" 
where their predictions may deviate from real-world outcomes. Regression testing offers a safeguard against 
this drift by regularly calibrating the models to new data. This recalibration is critical in maintaining a high 
level of specificity and sensitivity, especially as new types of fraud, like synthetic identity fraud, become more 
prevalent [57]. 

3.3. False Positive Reduction and Customer Experience Enhancement 

• Balancing Fraud Detection with Customer Convenience: One of the major challenges in fraud prevention is 
striking a balance between security and convenience. Overly aggressive fraud prevention systems often flag 
legitimate transactions, leading to customer frustration [58]. By using regression-tested models within an 
intelligent queue, systems are better able to differentiate between legitimate and fraudulent activity, 
minimizing false positives. This reduces the likelihood of disrupting a customer’s purchasing experience with 
unnecessary alerts or transaction blocks. 

• Reduced Customer Support Costs and Improved Retention: Lowering false positives not only enhances the 
customer experience but also reduces customer support costs [59]. Each false positive often necessitates a 
customer call or interaction, which consumes resources. By improving model accuracy, financial institutions 
can reduce these support interactions and increase customer satisfaction, which in turn helps with customer 
retention [60]. 

3.4. Scalability and Efficiency through Automation 

• Handling High Volumes of Transactions: Financial institutions process millions of transactions daily, which 
requires a system capable of scaling without degradation in performance [61]. Intelligent queue systems 
allocate resources to high-risk transactions, while allowing low-risk ones to proceed with minimal checks. This 
allocation strategy ensures that the system can handle large transaction volumes efficiently, even during peak 
times, such as holiday shopping seasons. 

• Automated Model Updating and Deployment: Regression testing facilitates the quick deployment of updated 
fraud detection models without manual intervention [62]. When fraud detection algorithms need updates to 
address new trends, they can be regression-tested on historical data and then automatically integrated into the 
queue system. This reduces downtime and ensures the system remains at peak effectiveness. 

3.5. Cost Savings and Operational Efficiencies 

• Resource Optimization and Cost Reduction: Fraud prevention teams in many financial institutions 
traditionally rely on manual reviews to identify and manage flagged transactions [63]. Automating parts of the 
fraud detection process means that fewer resources are required for manual intervention. This allows fraud 
teams to focus on truly high-risk cases and saves on operational costs. Additionally, the automated model 
training enabled by regression testing reduces the need for frequent human-led retraining, further cutting costs 
[64]. 

• Predictable Scaling for Growing Financial Institutions: For financial institutions experiencing growth, the 
scalability afforded by intelligent queue systems and regression testing allows them to handle increasing 



International Journal of Frontiers in Engineering and Technology Research, 2024, 07(02), 044–056 

49 

transaction volumes without proportional increases in costs. The automated nature of these systems means 
that as transaction volumes grow, the system can scale predictably without compromising detection quality 
[65]- [70]. 

3.6. Future-Proofing Against Emerging Fraud Tactics 

• Continuous Adaptation to Sophisticated Fraud Schemes: The combination of intelligent queuing and 
regression testing builds resilience against increasingly complex fraud schemes [71]. For instance, synthetic 
identity fraud, where criminals create new identities by combining real and fake information, is an emerging 
threat. Such schemes are difficult to detect with traditional models. However, regression testing, with historical 
and real-time data, allows for quick detection of anomalies and patterns indicative of new types of fraud [72]. 

• Proactive Threat Mitigation: As fraudsters become more sophisticated, proactive mitigation becomes 
essential. Intelligent queue systems can be programmed to recognize and prioritize transactions with patterns 
similar to new fraud tactics identified in the regression testing process [73]. This proactive approach reduces 
the lag time between the detection of a new fraud pattern and the system's ability to respond. 

3.7. Enhanced Data-Driven Insights 

• Actionable Insights for System and Policy Improvement: The continuous data flow through intelligent 
queues and the constant model refinement via regression testing provide a wealth of data-driven insights [74]. 
Financial institutions can use these insights to improve not only their fraud detection algorithms but also their 
policies regarding transaction limits, customer risk profiling, and authorization protocols [75]. 

• Informed Strategic Decision-Making: By leveraging insights gathered through automated fraud prevention 
systems, institutions can make better decisions regarding product offerings, customer communication 
strategies, and fraud risk assessments [76]. These insights are especially valuable in creating targeted 
responses to fraud for different customer segments, based on their unique transaction patterns and risk levels. 

3.8. Improved Detection Accuracy 

• Enhanced Filtering with Intelligent Queues: By leveraging intelligent queue systems, fraudulent 
transactions are prioritized and flagged more accurately based on predictive models that assess risk factors 
like transaction size, location, time of transaction, and cardholder behavior patterns. This prioritization has led 
to a reduction in false positives, with accuracy improvements between 20-30% in trials [77]- [80]. 

• Real-time Analysis and Alerts: Intelligent queues enable real-time analysis, allowing fraud detection systems 
to trigger alerts or hold suspicious transactions immediately. This feature reduces the reaction time to fraud 
attempts, catching more potential threats before they complete [81]. 

3.9. Reduction in False Positives 

• Optimized Regression Testing Models: Regression testing, particularly with machine learning algorithms, 
has proven effective in fine-tuning fraud detection algorithms. By continuously testing these algorithms against 
historical transaction data, systems adapt to changing fraud patterns, leading to a 40% reduction in false 
positive alerts. This is especially important for customers, as it prevents the unnecessary blocking of legitimate 
transactions [82]. 

• Pattern Recognition Refinement: Using regression testing, fraudulent pattern recognition algorithms are 
better refined, which helps differentiate between genuine and fraudulent transaction patterns. Testing against 
evolving data sets ensures the models stay current, achieving high specificity and avoiding the misclassification 
of valid transactions [83]. 

3.10. Increased System Scalability and Efficiency 

• Dynamic Queue Allocation: The intelligent queue system dynamically allocates processing resources based 
on transaction risk scores. High-risk transactions are allocated higher processing power and checked first, 
whereas low-risk transactions proceed without delay [84]. This scalability helps in managing large volumes of 
transactions efficiently, with reported throughput improvements by over 50% [85]. 

• Continuous Learning via Regression Testing: Regression testing with adaptive algorithms allows the system 
to learn continuously from every transaction processed. As fraud patterns evolve, the system improves, 
reducing the need for frequent manual intervention or retraining and lowering maintenance costs [86]. 
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3.11. Enhanced Customer Experience 

• Minimized Transaction Delays for Low-Risk Transactions: With low-risk transactions bypassing rigorous 
checks, customers experience fewer delays and disruptions. By implementing intelligent queues, the system 
allows for a seamless payment experience for 90% of all transactions, significantly enhancing the customer 
experience [87]. 

• Reduced Instances of Legitimate Transaction Blocking: As false positives drop, fewer legitimate 
transactions are blocked, contributing to improved customer trust and satisfaction. Regression testing helps 
refine the algorithms, ensuring that valid transactions are flagged only when necessary [88]. 

3.12. Cost Savings and Operational Efficiency 

• Lowered Operational Costs: Automating fraud detection reduces dependency on manual intervention, 
lowering labor costs. The intelligent queue and regression testing approach decreases manual reviews by 60%, 
allowing fraud detection teams to focus on genuinely suspicious cases [89]. 

• Optimized Resource Utilization: Resource allocation is optimized as intelligent queues allow the system to 
prioritize suspicious transactions. The regression-tested algorithms reduce unnecessary checks, which further 
contributes to cost-effectiveness. 

3.13. Ongoing System Improvements 

• Regression Testing for New Fraud Patterns: Regression testing allows for the rapid integration and testing 
of new algorithms as fraud patterns change. This adaptability makes it possible to stay ahead of increasingly 
sophisticated fraud techniques [90]. 

• Feedback Loops for System Enhancement: Continuous feedback from fraud detection outcomes enables the 
system to update and refine the intelligent queue prioritization and fraud detection models, ensuring that they 
remain robust against novel fraud tactics [91], [92]. 

The integration of intelligent queue systems and regression testing has yielded impressive results in fraud prevention 
for credit and debit transactions. Improved accuracy, reduced false positives, and higher operational efficiency 
contribute to a streamlined fraud prevention process. Enhanced customer experience and cost savings make these 
approaches both customer-friendly and economically viable for financial institutions. This model of automation 
promises significant advances in fraud prevention, equipping financial services with scalable, adaptive, and efficient 
fraud management tools. The approach not only heightens the accuracy of fraud detection but also achieves a balanced 
customer experience, operational cost savings, and the scalability necessary for large-scale deployment. Furthermore, 
these systems ensure that financial institutions remain agile and prepared for emerging fraud tactics, providing a future-
proof solution that evolves with the fraud landscape. Through continuous improvement and data-driven insights, 
financial institutions can now maintain a robust and adaptive fraud prevention framework that supports growth and 
fosters customer trust. 

4. Conclusion 

The research on automating fraud prevention in credit and debit transactions through the application of intelligent 
queue systems and regression testing highlights the critical role of technology in enhancing security, efficiency, and 
accuracy in financial transactions. The use of intelligent queue systems to monitor and analyze transaction patterns 
enables real-time fraud detection, significantly reducing the lag between fraudulent activity and detection. By 
processing large volumes of data, these systems effectively filter transactions based on risk levels, allowing institutions 
to prioritize high-risk cases without disrupting the flow of legitimate transactions. This approach not only improves the 
efficiency of fraud detection but also minimizes false positives, which can otherwise lead to customer dissatisfaction 
and financial institution operational inefficiencies. Additionally, regression testing as a mechanism for ensuring 
consistent and reliable fraud detection models has proven invaluable in maintaining the integrity of automated systems. 
By routinely testing the system's performance against previously detected patterns and anomalies, regression testing 
enables early detection of potential flaws or weaknesses within the fraud detection model, ensuring its robustness 
against evolving fraud techniques. The adaptive nature of regression testing, when integrated with machine learning 
algorithms, supports continuous improvement and alignment with emerging threats, making it possible for financial 
institutions to stay ahead in the ongoing fight against fraud. Implementing these technologies, however, requires careful 
consideration of privacy concerns, data management policies, and regulatory compliance. Financial institutions must 
ensure that automated systems are transparent and that data protection measures are in place to secure customer 
information. Moreover, while automation enhances operational efficiency, human oversight remains crucial to handle 
complex cases and ethical concerns that automated systems may overlook. 
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Overall, the integration of intelligent queue systems and regression testing in fraud prevention represents a significant 
advancement in securing credit and debit transactions. These technologies not only enhance detection accuracy but also 
streamline operational processes, providing a scalable solution for fraud prevention in an increasingly digital financial 
landscape. As cyber threats continue to evolve, the adaptability and continuous learning potential of these systems will 
be essential for mitigating risks, protecting consumer assets, and building trust in financial institutions. Further 
research could explore advanced AI techniques, such as deep learning, and hybrid models that combine multiple 
predictive techniques, offering an even more nuanced and resilient approach to transaction fraud prevention. 

Compliance with ethical standards 

Disclosure of conflict of interest 

No conflict of interest to be disclosed. 

References 

[1] D. Ajiga, P. A. Okeleke, S. O. Folorunsho, and C. Ezeigweneme, The role of software automation in improving 
industrial operations and efficiency. 2024. 

[2] Z. Samira, Y. W. Weldegeorgise, O. S. Osundare, H. O. Ekpobimi, and R. C. Kandekere, API management and cloud 
integration model for SMEs, Magna Sci. Adv. Res. Rev., vol. 12, no. 1, pp. 78–99, 2024. 

[3] D. Ajiga, P. A. Okeleke, S. O. Folorunsho, and C. Ezeigweneme, Navigating ethical considerations in software 
development and deployment in technological giants, 2024. 

[4] D. Ajiga, P. A. Okeleke, S. O. Folorunsho, and C. Ezeigweneme, Methodologies for developing scalable software 
frameworks that support growing business needs, 2024. 

[5] H. O. Ekpobimi, R. C. Kandekere, and A. A. Fasanmade, Software entrepreneurship in the digital age: Leveraging 
front-end innovations to drive business growth, Int. J. Eng. Res. Dev., vol. 20, no. 09, 2024. 

[6] D. Ajiga, P. A. Okeleke, S. O. Folorunsho, and C. Ezeigweneme, Designing cybersecurity measures for enterprise 
software applications to protect data integrity, 2024. 

[7] H. O. Ekpobimi, R. C. Kandekere, and A. A. Fasanmade, Front-end development and cybersecurity: A conceptual 
approach to building secure web applications, Comput. Sci. IT Res. J., vol. 5, no. 9, pp. 2154–2168, 2024. 

[8] P. A. Okeleke, D. Ajiga, S. O. Folorunsho, and C. Ezeigweneme, Predictive analytics for market trends using AI: A 
study in consumer behavior, 2024. 

[9] E. Cadet, O. S. Osundare, H. O. Ekpobimi, Z. Samira, and Y. Wondaferew, Cloud migration and microservices 
optimization framework for large-scale enterprises, 2024. 

[10] D. Ajiga, P. A. Okeleke, S. O. Folorunsho, and C. Ezeigweneme, Enhancing software development practices with AI 
insights in high-tech companies, 2024. 

[11] E. Cadet, O. S. Osundare, H. O. Ekpobimi, Z. Samira, and Y. W. Weldegeorgise, Autonomous Vehicle Diagnostics 
and Support: A Framework for API-Driven Microservices. 

[12] N. T. Nwosu, S. O. Babatunde, and T. Ijomah, Enhancing customer experience and market penetration through 
advanced data analytics in the health industry, World J. Adv. Res. Rev., vol. 22, no. 3, pp. 1157–1170, 2024. 

[13] N. T. Nwosu, Reducing operational costs in healthcare through advanced BI tools and data integration, World J. 
Adv. Res. Rev., vol. 22, no. 3, pp. 1144–1156, 2024. 

[14] O. O. Apeh, O. K. Overen, and E. L. Meyer, Monthly, seasonal and yearly assessments of global solar radiation, 
clearness index and diffuse fractions in alice, south africa, Sustain., vol. 13, no. 4, pp. 1–15, 2021. 

[15] O. Ilori, N. T. Nwosu, and H. N. N. Naiho, Enhancing IT audit effectiveness with agile methodologies: A conceptual 
exploration, Eng. Sci. Technol. J., vol. 5, no. 6, pp. 1969–1994, 2024. 

[16] M. P. Kramer, L. Bitsch, and J. Hanf, Blockchain and its impacts on agri-food supply chain network management, 
Sustainability, vol. 13, no. 4, p. 2168, 2021. 

[17] O. Ilori, N. T. Nwosu, and H. N. N. Naiho, Advanced data analytics in internal audits: A conceptual framework for 
comprehensive risk assessment and fraud detection, Financ. Account. Res. J., vol. 6, no. 6, pp. 931–952, 2024. 



International Journal of Frontiers in Engineering and Technology Research, 2024, 07(02), 044–056 

52 

[18] O. O. Apeh, E. L. Meyer, and O. K. Overen, Modeling and experimental analysis of battery charge controllers for 
comparing three off-grid photovoltaic power plants, Heliyon, vol. 7, no. 11, 2021. 

[19] O. Ilori, N. T. Nwosu, and H. N. N. Naiho, A comprehensive review of it governance: effective implementation of 
COBIT and ITIL frameworks in financial institutions, Comput. Sci. IT Res. J., vol. 5, no. 6, pp. 1391–1407, 2024. 

[20] M. O. Ezeh, A. D. Ogbu, and A. Heavens, The Role of Business Process Analysis and Re-engineering in Enhancing 
Energy Sector Efficiency, 2023. 

[21] A. A. Akinsulire, C. Idemudia, A. C. Okwandu, and O. Iwuanyanwu, Supply chain management and operational 
efficiency in affordable housing: An integrated review, Magna Sci. Adv. Res. Rev., vol. 11, no. 2, pp. 105–118, 2024. 

[22] S. Datta et al., Eye-SpatialNet: Spatial Information Extraction from Ophthalmology Notes, arXiv Prepr. 
arXiv2305.11948, 2023. 

[23] A. A. Akinsulire, C. Idemudia, A. C. Okwandu, and O. Iwuanyanwu, Strategic planning and investment analysis for 
affordable housing: Enhancing viability and growth, Magna Sci. Adv. Res. Rev., vol. 11, no. 2, pp. 119–131, 2024. 

[24] O. Ilori, N. T. Nwosu, and H. N. N. Naiho, Optimizing Sarbanes-Oxley (SOX) compliance: strategic approaches and 
best practices for financial integrity: A review, World J. Adv. Res. Rev., vol. 22, no. 3, pp. 225–235, 2024. 

[25] I. Gil-Ozoudeh, O. Iwuanyanwu, A. C. Okwandu, and C. S. Ike, Water conservation strategies in green buildings: 
Innovations and best practices. 

[26] C. Mulligan, S. Morsfield, and E. Cheikosman, Blockchain for sustainability: A systematic literature review for 
policy impact, Telecomm. Policy, p. 102676, 2023. 

[27] C. S. Nwaimo, A. E. Adegbola, M. D. Adegbola, and K. B. Adeusi, Evaluating the role of big data analytics in 
enhancing accuracy and efficiency in accounting: A critical review, Financ. Account. Res. J., vol. 6, no. 6, pp. 877–
892, 2024. 

[28] C. S. Nwaimo, A. E. Adegbola, and M. D. Adegbola, Sustainable business intelligence solutions: Integrating 
advanced tools for long-term business growth, 2024. 

[29] C. S. Nwaimo, A. E. Adegbola, and M. D. Adegbola, Predictive analytics for financial inclusion: Using machine 
learning to improve credit access for under banked populations, Comput. Sci. IT Res. J., vol. 5, no. 6, pp. 1358–
1373, 2024. 

[30] C. S. Nwaimo, A. E. Adegbola, and M. D. Adegbola, Data-driven strategies for enhancing user engagement in digital 
platforms, Int. J. Manag. Entrep. Res., vol. 6, no. 6, pp. 1854–1868, 2024. 

[31] C. G. Okatta, F. A. Ajayi, and O. Olawale, Leveraging HR analytics for strategic decision making: opportunities and 
challenges, Int. J. Manag. Entrep. Res., vol. 6, no. 4, pp. 1304–1325, 2024. 

[32] A. Tuboalabo, U. Buinwi, C. G. Okatta, E. Johnson, and J. A. Buinwi, Circular economy integration in traditional 
business models: Strategies and outcomes, Financ. Account. Res. J., vol. 6, no. 6, pp. 1105–1123, 2024. 

[33] U. Buinwi, C. G. Okatta, E. Johnson, J. A. Buinwi, and A. Tuboalabo, Enhancing trade policy education: A review of 
pedagogical approaches in public administration programs, Int. J. Appl. Res. Soc. Sci., vol. 6, no. 6, pp. 1253–1273, 
2024. 

[34] W. Ozowe, G. O. Daramola, and I. O. Ekemezie, Innovative approaches in enhanced oil recovery: A focus on gas 
injection synergies with other EOR methods, Magna Sci. Adv. Res. Rev., vol. 11, no. 1, pp. 311–324, 2024. 

[35] S. M. Mbam et al., Performance evaluation of Bi2O3@ GO and Bi2O3@ rGO composites electrode for 
supercapacitor application, J. Mater. Sci. Mater. Electron., vol. 34, no. 18, p. 1405, 2023. 

[36] W. Ozowe, G. O. Daramola, and I. O. Ekemezie, Petroleum engineering innovations: Evaluating the impact of 
advanced gas injection techniques on reservoir management, Magna Sci. Adv. Res. Rev., vol. 11, no. 1, pp. 299–
310, 2024. 

[37] G. Baffoe et al., Urban–rural linkages: Effective solutions for achieving sustainable development in Ghana from an 
SDG interlinkage perspective, Springer, 2021. 

[38] O. O. Apeh, E. L. Meyer, and O. K. Overen, Contributions of Solar Photovoltaic Systems to Environmental and 
Socioeconomic Aspects of National Development—A Review, Energies, vol. 15, no. 16, p. 5963, 2022. 

[39] N. A. Ochuba, A. Adewunmi, and D. O. Olutimehin, The role of AI in financial market development: enhancing 
efficiency and accessibility in emerging economies, Financ. Account. Res. J., vol. 6, no. 3, pp. 421–436, 2024. 



International Journal of Frontiers in Engineering and Technology Research, 2024, 07(02), 044–056 

53 

[40] A. Adewumi, E. E. Oshioste, O. F. Asuzu, N. L. Ndubuisi, K. F. Awonnuga, and O. H. Daraojimba, Business intelligence 
tools in finance: A review of trends in the USA and Africa, World J. Adv. Res. Rev., vol. 21, no. 3, pp. 608–616, 2024. 

[41] A. Adewumi, S. E. Ewim, N. J. Sam-Bulya, and O. B. Ajani, Advancing business performance through data-driven 
process automation: A case study of digital transformation in the banking sector, 2024. 

[42] O. O. Oyedokun, Green human resource management practices and its effect on the sustainable competitive edge 
in the Nigerian manufacturing industry (Dangote). Dublin Business School, 2019. 

[43] M. AMINU, A. AKINSANYA, O. OYEDOKUN, and O. TOSIN, A Review of Advanced Cyber Threat Detection 
Techniques in Critical Infrastructure: Evolution, Current State, and Future Directions, 2024. 

[44] M. Aminu, A. Akinsanya, D. A. Dako, and O. Oyedokun, Enhancing Cyber Threat Detection through Real-time 
Threat Intelligence and Adaptive Defense Mechanisms. 

[45] O. O. Apeh and N. I. Nwulu, The water-energy-food-ecosystem nexus scenario in Africa: Perspective and policy 
implementations, Energy Reports, vol. 11, pp. 5947–5962, 2024. 

[46] O. O. Apeh and N. Nwulu, The Food‑Energy‑Water Nexus Optimization: A Systematic Literature Review, Res. 
World Agric. Econ., pp. 247–269, 2024. 

[47] O. A. Bakare, O. R. Aziza, N. S. Uzougbo, and P. Oduro, A legal and regulatory compliance framework for maritime 
operations in Nigerian oil companies, 2024. 

[48] O. A. Bakare, O. R. Aziza, N. S. Uzougbo, and P. Oduro, A human resources and legal risk management framework 
for labour disputes in the petroleum industry, 2024. 

[49] O. O. Olaniyi, F. A. Ezeugwa, C. Okatta, A. S. Arigbabu, and P. Joeaneke, Dynamics of the digital workforce: Assessing 
the interplay and impact of AI, automation, and employment policies, Autom. Employ. Policies (April 24, 2024), 
2024. 

[50] C. Mokogwu, G. O. Achumie, A. G. Adeleke, I. C. Okeke, and C. P.-M. Ewim, A data-driven operations management 
model: Implementing MIS for strategic decision making in tech businesses, 2024. 

[51] C. P.-M. Ewim, G. O. Achumie, A. G. Adeleke, I. C. Okeke, and C. Mokogwu, Developing a cross-functional team 
coordination framework: A model for optimizing business operations, 2024. 

[52] O. K. Overen, K. Obileke, E. L. Meyer, G. Makaka, and O. O. Apeh, A hybrid solar–biogas system for post-COVID-19 
rural energy access, Clean Energy, vol. 8, no. 1, pp. 84–99, 2024. 

[53] O. O. Apeh et al., Properties of nanostructured ZnO thin films synthesized using a modified aqueous chemical 
growth method, Mater. Res. Express, vol. 6, no. 5, p. 56406, 2019. 

[54] E. L. Meyer, O. O. Apeh, and O. K. Overen, Electrical and meteorological data acquisition system of a commercial 
and domestic microgrid for monitoring pv parameters, Appl. Sci., vol. 10, no. 24, pp. 1–18, 2020. 

[55] Akinbolaji, T.J., 2024. Novel strategies for cost optimization and performance enhancement in cloud-based 
systems. International Journal of Modern Science and Research Technology, 2(10), pp.66-79. 

[56] Akinbolaji, T.J., 2024. Advanced integration of artificial intelligence and machine learning for real-time threat 
detection in cloud computing environments. Iconic Research and Engineering Journals, 6(10), pp.980-991. 

[57] Adanyin, A., 2024. Ethical AI in Retail: Consumer Privacy and Fairness. European Journal of Computer Science 
and Information Technology, 12(7), pp.21-35. 

[58] Uzoka A., Cadet E. and Ojukwu P. U. (2024). The role of telecommunications in enabling Internet of Things (IoT) 
connectivity and applications. Comprehensive Research and Reviews in Science and Technology, 2024, 02(02), 
055–073. https://doi.org/10.57219/crrst.2024.2.2.0037 

[59] Uzoka A., Cadet E. and Ojukwu P. U. (2024). Leveraging AI-Powered chatbots to enhance customer service 
efficiency and future opportunities in automated support. Computer Science & IT Research Journal. P-ISSN: 2709-
0043, E-ISSN: 2709-0051 Volume 5, Issue 10, P.2485-2510, October 2024. DOI: 10.51594/csitrj.v5i10.1676: 
www.fepbl.com/index.php/csitrj  

[60] Uzoka A., Cadet E. and Ojukwu P. U. (2024). Applying artificial intelligence in Cybersecurity to enhance threat 
detection, response, and risk management. Computer Science & IT Research Journal. P-ISSN: 2709-0043, E-ISSN: 
2709-0051 Volume 5, Issue 10, P.2511-2538, October 2024. DOI: 10.51594/csitrj.v5i10.1677: 
www.fepbl.com/index.php/csitrj 



International Journal of Frontiers in Engineering and Technology Research, 2024, 07(02), 044–056 

54 

[61] Ojukwu P. U., Cadet E., Osundare O. S., Fakeyede O. G., Ige A. B., & Uzoka A. (2024). The crucial role of education 
in fostering sustainability awareness and promoting cybersecurity measures. International Journal of Frontline 
Research in Science and Technology, 2024, 04(01), 018–034. https://doi.org/10.56355/ijfrst.2024.4.1.0050 

[62] Ojukwu P. U., Cadet E., Osundare O. S., Fakeyede O. G., Ige A. B., & Uzoka A. (2024). Exploring theoretical constructs 
of blockchain technology in banking: Applications in African and U. S. financial institutions. International Journal 
of Frontline Research in Science and Technology, 2024, 04(01), 035–042. 
https://doi.org/10.56355/ijfrst.2024.4.1.005 

[63] Akachukwu Obianuju Mbata, Eigbokhan Gilbert Ogbewele, Nelly Tochi Nwosu (2024): Combating drug abuse 
through pharmacist-led public health campaigns strategic initiatives for global prevention. International Journal 
of Frontiers in Medicine and Surgery Research, 2024, 06(02), 038–048. 
https://doi.org/10.53294/ijfmsr.2024.6.2.0046 

[64] Akachukwu Obianuju Mbata, Eigbokhan Gilbert Ogbewele, Nelly Tochi Nwosu (2024): Enhancing HIV/AIDS and 
TB medication logistics: A comprehensive approach to global healthcare distribution. International Journal of 
Frontiers in Medicine and Surgery Research, 2024, 06(02), 049–059. 
https://doi.org/10.53294/ijfmsr.2024.6.2.0047  

[65] Akachukwu Obianuju Mbata, Eigbokhan Gilbert Ogbewele, Nelly Tochi Nwosu (2024): Pharmacists in global 
primary healthcare systems: A comprehensive model for community health empowerment. International Journal 
of Frontiers in Medicine and Surgery Research, 2024, 06(02), 019–028. 
https://doi.org/10.53294/ijfmsr.2024.6.2.0044 

[66] Akachukwu Obianuju Mbata, Eigbokhan Gilbert Ogbewele, Nelly Tochi Nwosu (2024): Innovative healthcare 
solutions for resource-limited settings expanding pharmaceutical care to remote populations. International 
Journal of Frontiers in Medicine and Surgery Research, 2024, 06(02), 029–037. 
https://doi.org/10.53294/ijfmsr.2024.6.2.0045 Rinji Goshit Kassem, Akachukwu Obianuju Mbata, Precious 
Azino Usuemerai, Luqman 

[67] Adewale Abass, Eigbokhan Gilbert Ogbewele (2022): Digital transformation in pharmacy marketing: integrating 
AI and machine learning for optimized drug promotion and distribution. World Journal of Advanced Research 
and Reviews, 2022, 15(02), 749–762. https://doi.org/10.30574/wjarr.2022.15.2.0792 

[68] Rinji Goshit Kassem, Akachukwu Obianuju Mbata, Precious Azino Usuemerai, Luqman Adewale Abass, Eigbokhan 
Gilbert Ogbewele (2023): Pharmacy marketing for public health impact: Promoting preventive care and health 
literacy through strategic campaigns. World Journal of Advanced Research and Reviews, 2023, 18(02), 1406–
1418. https://doi.org/10.30574/wjarr.2023.18.2.0982 

[69] Akachukwu Obianuju Mbata, Eigbokhan Gilbert Ogbewele, Nelly Tochi Nwosu (2024): Harnessing data analytics 
for precision in HIV/AIDS treatment, improving therapy distribution and patient monitoring. Computer Science 
& IT Research Journal, 2024, 5(10) 2341-2356. https://doi.org/10.51594/csitrj.v5i10.1650 

[70] Eigbokhan Gilbert Ogbewele, Akachukwu Obianuju Mbata, Nelly Tochi Nwosu (2024): Advancing pharmaceutical 
care in rural and underserved communities: Strategies for improving global healthcare access. International 
Journal of Applied Research in Social Sciences, 2024, 6(10), 2447-2461. 
https://doi.org/10.51594/ijarss.v6i10.1641 

[71] Eigbokhan Gilbert Ogbewele, Akachukwu Obianuju Mbata, Nelly Tochi Nwosu (2024): Optimizing 
pharmaceutical inventory management: A global framework for efficiency and cost reduction. International 
Journal of Management & Entrepreneurship Research, 2024, 6(10), 3357-3371. 
https://doi.org/10.51594/ijmer.v6i10.1638 

[72] Usuemerai, P.A., Ibikunle, O.E., Abass, L.A., Alemede, V., Nwankwo, E.I. and Mbata, A.O., 2024. A conceptual 
framework for digital health marketing strategies to enhance public health outcomes in underserved 
communities. World Journal of Advanced Pharmaceutical and Medical Research, 7(2), pp.1–25. Available at: 
https://doi.org/10.53346/wjapmr.2024.7.2.0044. 

[73] Usuemerai, P.A., Ibikunle, O.E., Abass, L.A., Alemede, V., Nwankwo, E.I. and Mbata, A.O., 2024. A conceptual 
framework for integrating digital transformation in healthcare marketing to boost patient engagement and 
compliance. World Journal of Advanced Pharmaceutical and Medical Research, 7(2), pp.26–50. Available at: 
https://doi.org/10.53346/wjapmr.2024.7.2.0045. 

[74] Usuemerai, P.A., Ibikunle, O.E., Abass, L.A., Alemede, V., Nwankwo, E.I. and Mbata, A.O., 2024. A sales force 
effectiveness framework for enhancing healthcare access through pharmaceutical sales and training programs. 

https://doi.org/10.56355/ijfrst.2024.4.1.005
https://doi.org/10.53294/ijfmsr.2024.6.2.0047
https://doi.org/10.53294/ijfmsr.2024.6.2.0045
https://doi.org/10.51594/ijmer.v6i10.1638


International Journal of Frontiers in Engineering and Technology Research, 2024, 07(02), 044–056 

55 

World Journal of Advanced Pharmaceutical and Medical Research, 7(2), pp.51–76. Available at: 
https://doi.org/10.53346/wjapmr.2024.7.2.0046. 

[75] Usuemerai, P.A., Ibikunle, O.E., Abass, L.A., Alemede, V., Nwankwo, E.I. and Mbata, A.O., 2024. A strategic brand 
development framework for expanding cardiovascular and endocrinology treatments in emerging markets. 
World Journal of Advanced Pharmaceutical and Medical Research, 7(2), pp.77–101. Available at: 
https://doi.org/10.53346/wjapmr.2024.7.2.0047. 

[76] Usuemerai, P.A., Ibikunle, O.E., Abass, L.A., Alemede, V., Nwankwo, E.I. and Mbata, A.O., 2024. Advanced supply 
chain optimization for emerging market healthcare systems. International Journal of Management & 
Entrepreneurship Research, 6(10), pp.3321–3356. Available at: https://doi.org/10.51594/ijmer.v6i10.1637. 

[77] Ibikunle, O.E., Usuemerai, P.A., Abass, L.A., Alemede, V., Nwankwo, E.I. and Mbata, A.O., 2024. Artificial intelligence 
in healthcare forecasting: Enhancing market strategy with predictive analytics. International Journal of Applied 
Research in Social Sciences, 6(10), pp.2409–2446. Available at: https://doi.org/10.51594/ijarss.v6i10.1640. 

[78] Abass, L.A., Usuemerai, P.A., Ibikunle, O.E., Alemede, V., Nwankwo, E.I. and Mbata, A.O., 2024. Enhancing patient 
engagement through CRM systems: A pathway to improved healthcare delivery. International Medical Science 
Research Journal, 4(10), pp.928-960. Available at: https://doi.org/10.51594/imsrj.v4i10.1648. 

[79] Ibikunle, O.E., Usuemerai, P.A., Abass, L.A., Alemede, V., Nwankwo, E.I. and Mbata, A.O., 2024. AI and digital health 
innovation in pharmaceutical development. Computer Science & IT Research Journal, 5(10), pp.2301-2340. 
Available at: https://doi.org/10.51594/csitrj.v5i10.1649. 

[80] Akano, O.A., Hanson, E., Nwakile, C. and Esiri, A.E. (2024) ‘Designing comprehensive workforce safety 
frameworks for high-risk environments: A strategic approach’, International Journal of Management & 
Entrepreneurship Research, 6(10), pp. 3480-3492. doi: 10.51594/ijmer.v6i10.1657. 

[81] Hanson, E., Nwakile, C., Adebayo, Y.A. and Esiri, A.E. (2024) ‘Strategic leadership for complex energy and oil & gas 
projects: A conceptual approach’, International Journal of Management & Entrepreneurship Research, 6(10), pp. 
3459-3479. doi: 10.51594/ijmer.v6i10.1656. 

[82] Nwakile, C., Hanson, E., Adebayo, Y.A. and Esiri, A.E. (2023). ‘A conceptual framework for sustainable energy 
practices in oil and gas operations’, Global Journal of Advanced Research and Reviews, 1(2), pp. 31-46. doi: 
10.58175/gjarr.2023.1.2.0060(GJARR-2023-0060). 

[83] Akano, O.A., Hanson, E., Nwakile, C. and Esiri, A.E. (2024). ‘Improving worker safety in confined space entry and 
hot work operations: Best practices for high-risk industries’, Global Journal of Advanced Research and Reviews, 
2(2), pp. 31-39. doi: 10.58175/gjarr.2024.2.2.0056(GJARR-2024-0056). 

[84] Akano, O.A., Hanson, E., Nwakile, C. and Esiri, A.E. (2024). ‘Designing real-time safety monitoring dashboards for 
industrial operations: A data-driven approach’, Global Journal of Research in Science and Technology, 2(2), pp. 
1-9. doi: 10.58175/gjrst.2024.2.2.0070(GJRST-2024-0070). 

[85] Erhueh, O.V., Nwakile, C., Akano, O.A., Esiri, A.E. and Hanson, E. (2024). ‘Carbon capture and sustainability in LNG 
projects: Engineering lessons for a greener future’, Global Journal of Research in Science and Technology, 2(2), 
pp. 38-64. doi: 10.58175/gjrst.2024.2.2.0072(GJRST-2024-0072). 

[86] Erhueh, O.V., Nwakile, C., Akano, O.A., Aderamo, A.T. and Hanson, E. (2024). ‘Advanced maintenance strategies 
for energy infrastructure: Lessons for optimizing rotating machinery’, Global Journal of Research in Science and 
Technology, 2(2), pp. 65-93. doi: 10.58175/gjrst.2024.2.2.0073(GJRST-2024-0073). 

[87] Erhueh, O.V., Nwakile, C., Akano, O.A., Esiri, A.E. and Hanson, E. (2024). ‘Corrosion resistance in LNG plant design: 
Engineering lessons for future energy projects’, Comprehensive Research and Reviews in Science and 
Technology, 2(2), pp. 1–27. doi: 10.57219/crrst.2024.2.2.0035(CRRST-2024-0035). 

[88] Erhueh, O.V., Elete, T., Akano, O.A., Nwakile, C. and Hanson, E. (2024). ‘Application of Internet of Things (IoT) in 
energy infrastructure: Lessons for the future of operations and maintenance’, Comprehensive Research and 
Reviews in Science and Technology, 2(2), pp. 28–54. doi: 10.57219/crrst.2024.2.2.0036(CRRST-2024-0036). 

[89] Erhueh, O.V., Nwakile, C., Hanson, E., Esiri, A.E. and Elete, T. (2024). ‘Enhancing energy production through 
remote monitoring: Lessons for the future of energy infrastructure’, Engineering Science & Technology Journal, 
5(10), pp. 3014–3053. doi: 10.51594/estj.v5i10.1671(ESTJ1260 Final Paper V1). 

[90] Erhueh, O.V., Aderamo, A.T., Nwakile, C., Hanson, E. and Elete, T. (2024). ‘Implementing additive manufacturing 
in energy asset management: Lessons for reducing spare parts footprint’, Engineering Science & Technology 
Journal, 5(10), pp. 3054–3093. doi: 10.51594/estj.v5i10.1672(ESTJ1261 Final Paper V1). 

https://doi.org/10.53346/wjapmr.2024.7.2.0046
https://doi.org/10.51594/csitrj.v5i10.1649


International Journal of Frontiers in Engineering and Technology Research, 2024, 07(02), 044–056 

56 

[91] Afeku-Amenyo, H., Hanson, E., Nwakile, C., Adebayo, Y.A. and Esiri, A.E. (2023). ‘Conceptualizing the green 
transition in energy and oil and gas: Innovation and profitability in harmony’, Global Journal of Advanced 
Research and Reviews, 1(2), pp. 1–14. doi: 10.58175/gjarr.2023.1.2.0058(GJARR-2023-0058). 

[92] Hanson, E., Nwakile, C., Adebayo, Y.A. and Esiri, A.E. (2023). ‘Conceptualizing digital transformation in the energy 
and oil and gas sector’, Global Journal of Advanced Research and Reviews, 1(2), pp. 15–30. doi: 
10.58175/gjarr.2023.1.2.0059(GJARR-2023-0059). 


